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ABSTRACT

Health care industry is the first candidate for data mining and the colon cancer is one of the most prevalent cancers in the world that has enough potential to be studied by data mining techniques. The present study has analyzed the SEER data that pertained to patients suffering from colon cancer in order to extract an accurate model of patients` survival by using data mining techniques.

To achieve an accurate model, preprocessing steps such as deletion, correction, and segregation has been done, which resulted in selecting nine features out of all to be later used in the selected data mining algorithms including Decision Tree, Bayes Networks, and Neural Network data mining. The model created by these algorithms, we created models which can predict mortality rate in three categories including less than a year, between 1 to 5 years, and more than 5 years. Running several experiments using three mentioned algorithms showed that the most accurate model in predicting survivability of Colon cancer is Neural Network.
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INTRODUCTION

One of the applications of data mining is in health care industry because there is a huge amount of clinical data available for analysis. Although a small part of data out of huge available data is useful for cure and prevention, but still this small part is large enough to be analyzed by data mining techniques [1]. Cancer is one of the main reasons for mortality in the world. The universal statistics shows that in 2008, 12.7 millions cases of cancer were reported. More than 40% of recognized cases include lung cancer, breast cancer in women, colon and stomach cancer [2]. Most common cancers in men are prostate, lung, and colon cancer, and in women are breast, lung, and colon cancer. Colon cancer stands in third place in terms of prevalence and second place in mortality [3].

This study attempts to discover and derive useful model in order to forecast the survival of colon cancer’s patients using data mining techniques and data that were presented in SEER database. Clementine Software was used as a tool for data mining process. There is enough information available in literature about the factors which cause this illness but little research if any at all is...
available that could help discovering the survival period of patients who suffer from colon cancer. This is the focus of this study that we hope could help practitioners and specialists in their decision making.

Research that were presented in literature regarding the survival of cancer patients are usually based on binary prediction, i.e. whether or not a patient is alive. This study however focuses on modeling the patients’ survival period based on categorical data type, i.e. the model will predict whether a patient survives less than a year, between 1 to 5 years, and more than 5 years.

RELATED WORK

There are a few research reported regarding breast cancer using data mining techniques. One of this kinds of research was done by Kadam et al. in which two data mining algorithms (a hybrid of Artificial Neural Network and Decision Tree) and Regression Logistic method was used for their experiment to forecast the survival of breast cancer patients. In this study, 200000 records of data were used and 10-fold-cross validation method were applied. The results showed that Decision Tree has presented the highest accuracy amongst other methods. Artificial Neural Network and Regression Logistic’s statistic stood in next stage with lower accuracy respectively [4].

Bellaachia and Guven used the SEER data in their study in 2006 and applied three data mining techniques to find the best algorithm in forecasting patients’ survival of breast cancer. The three techniques that were used included simple Bayes, Neural Network, and C4.5 Decision Tree. The Weka software was used as a tool of data mining. The output of this study was based on binary result, i.e. predicting a patient will be dead or alive in next 60 months. Results showed that although the accuracy of Neural Network and C4.5 Decision Tree were comparable but C4.5 Decision Tree had a higher accuracy [5].

Endo et al. investigated patients’ survival of breast cancer in a 5 year period in 2008 which was recorded in SEER database from 1992 to 1997. They used 7 data mining algorithms including Artificial Neural Network, simple Bayes, pure Bayes, Decision Tree with simple Bayes, ID3Decision Tree, J48Decision Tree, and Regression Logistic model. Results showed that Regression Logistic and Decision Tree have had the best accuracy and sensitivity. Both last studies showed that there were a significant imbalance in data records in terms of patients “being alive” and “not being alive”. This affects the accuracy of predicting model[6].

Survival modeling in other cancers are not studied as much as what has been done in breast cancer. But a few studies in lung cancer can be pointed out. For instance, Chen et al. used clustering techniques on SEER database in 2009 on lung cancer’s data which were recorded from 1988 to 1998. For the purpose of their study, they selected features such as cancer developing level, grade, type of tissue and material and formed seven different clusters out of this data[7].

F.D used SEER data related to lung cancer from 1988 to 2001 to study patients’ survival in a 8-months period. They used Regression Logistic algorithm and SVM data analysis, which resulted in better performance of Regression Logistic. SVM model which has a significantly low speed, had a high learning speed[8].

Agrawal et al. analyzed information of SEER database related to lung cancer in order to present a model for forecasting patients’ survival. They used the data which were recorded in SEER database from 1998 to 2001. For this study they used data mining techniques in forecasting survival of patients with cancer of respiratory tract at the end of 6-month, 9-month, 1-year, 2-
year, and 5-year periods. In this study 10 algorithms of data mining were used including SVM, Artificial Neural Network, J48Decision Tree, etc. The results of this study showed that five of the algorithms including J48Decision Tree, Random Forests, LogitBoost, Random Subspace, and Alternating Decision Tree worked in a timely manner. They used voting methods to evaluate the algorithms which resulted in better accuracy for Decision Tree algorithm. Since SVM and Neural Network, they suggested that these kinds of algorithm are not appropriate for large number of data sets [9].

There is also a few studies reported in colorectal cancer such as the study of Grumett et al. in 2003 in which They used Neural Network algorithms to forecast patients’ survival who were suffering from colorectal cancer. In their study, they compared two methods, Regression Logistic and Neural Network and it was shown that Neural Network had %78 and Regression Logistic had %66 of accuracy. Neural Network algorithm had a higher accuracy in large amounts of data in comparison with Regression Logistic. Regression Logistic had the advantage of creating a more simple model which is easier to be applied, while modeling in Neural Network had some complexities [10].

Fathi created a model to forecast the survival of colorectal cancer by using Artificial Neural Network algorithm in 2011. Results showed that Neural Network could be an appropriate suggestion for forecasting the survival of patient suffering from colorectal cancer. Errors could be decreased by changing the hidden layers during training. Also it can be concluded that the number of input characteristics is not important, but the important thing is choosing characteristics which increase accuracy [11].

Studying the prior investigations had many results. First, data mining research in colon cancer has been of less interest to researchers. That is why colon cancer is chosen for more investigation in current research. Second, different algorithms will work differently on different types of data in various cancers. Therefore a different investigation is needed for colon cancer in order to recognize the most efficient algorithm for data type of colon cancer. Third, a number of algorithms found to have the best prediction ability in different cancer. Therefore these algorithms were chosen for this study, which includes Neural Network algorithm, Decision Tree and Bayes Network.

MATERIALS AND METHODS

In this section, the steps for forecasting survival time are explained. The explanation about data is given in part 1 and data selection and preparation is brought in part 2. Explanation about algorithm and the evaluation of the research is given in part 3 and 4 respectively.

3-1. Data sources

SEER, which is abbreviation for “Surveillance, Epidemiology and End Results” [12], is a national valid cancer institute which is considered as a source of cancer statistics in U.S.A [13]. SEER database was established by America’s government to collect statistic information of cancer patients in this country. Legally, all of the hospitals, clinics, laboratories, surgery sections and organization related to diagnosis and treatment of cancer have to report the information to this institute, which will be then inserted to this database after evaluation Attributes of SEER data can be considered in several different sections. Demographic attributes (age of diagnosis, sex, location), diagnosis attributes (the first part of the risk, level), treatment attributes (surgery,
radiation) and result attributes (survival, mortality’s cause) are the information which make SEER’s information an appropriate data for scientific study and analysis. This includes several databases and we used the most complete and last updated data base for this study. This station is related to 2011 which concludes all colon cancer information in America from 1969 to 2010.

3-2. Data Selection and preparation

We have chosen attributes from each group of properties which are more important based on clinical studies in survival. Following characteristics are chosen from data that related to patients of colon cancer for this study:

- Demographic attributes (age of diagnosis, sex, race)
- Recognition attributes (behavior, grade, Site rec\(^1\) with Kaposi\(^2\) and mesothelioma\(^3\))
- Treatment attributes (radiation, radiation sequence with surgery)
- Result attribute (patient’s life status, mortality cause, survival time record)

Appropriate preprocessing in every kind of forecasting like cancer survival, is very vital. Generally we did following steps to clean up the data:

1- Deletion of patients’ information those are dead because of a reason other than cancer.
2- Deletion of some rare properties which do not significantly affect forecasting. For instance, there was just one record related to colon cancer in age 10 to 14 which we deleted it. Because this record does not have much importance and does not affect the forecasting.
3- After categorizing data by two properties, mortality cause and life statue, we kept the records that the corresponding patient was still alive and omitted the rest. This study is about people who lost their life because of colon cancer and their death dates were known.
4- Deletion the record with missing values

The total number of collected data was 8138 cases which had been reduced to 5276 cases after cleaning up steps.

Cancer patients’ survival is different based on the type of the cancer. For example, maximum patient’s survival time with malignant brain cancer is 2 years\([14]\). while other cancers such as colon cancer have more probability of survival, therefore their survival time category can place a larger period. Therefore for colon cancer, the best time division is as follows:

1- Survival time record for patient is 1 year (0-12 months)(class A).
2- Survival time record for patient is more than 1 year and less than 5 years (13-60 months)(class B) [15].
3- Survival time record for patient is more than 5 years (61-322 months)(class C).

3-3. Algorithms

Decision Trees: according to some rules, decision is used for forecasting and classification. In this study we considered the results of forecasting in three clusters, so using Decision Tree

---

1 Recreation
2 Kaposi sarcoma is a multicentric, malignant neoplasm of a complex and still unclear etiology
3 Mesothelioma is a type of cancer that develops in the mesotheliom which is a protective layer covering most of internal body parts
algorithm seems efficient. Decision Tree models appear as a set of “if-then” rules which shows information in a complete form for several cases. Since the inputs of this study is categorical, the result is a categorical tree too. Out of all decision tree algorithms, CHAID and C5.0 algorithms are suitable for categorical for categorical class variable.

Neural Network: this algorithm which is another classification algorithm, processing takes place in several layers. Usually there are three layers in a Neural Network; an input layer, a hidden layer, and an output layer. Inputs are connected to each other by different weights. We used four Neural Network methods (Quick, Dynamic, Multiple, RFBN) which were suitable for our data.

Bayes Network: it allows us to create a probability model. This group of algorithms is presented as TAN and Markoveblanket nets in current version of Clementine, which is the software that was used in this study.

3-4. Evaluation level

In this study we used hold-out method to evaluate the accuracy of classification and forecasting. This method divides data in two independent sections (train, test) randomly. Generally, two third of data is related to training section, and the rest is used for testing.

features such as age, race, site recc with Kaposi and mesothelioma, grade, type of radiation, the order of radiation with surgery, and survival time were defined as a set type, because each of which includes more than two parameters. other features such as sex and type of cancer defined as flag type due to their binary nature. All of these attributes were chosen as an input to our model except for survival time, which is the output variable.

Using Clementine software, we created models by Decision Tree, Bayes Network, and Neural Network algorithms several times to get an optimized result. We then compared these models based on percentage of achieved accuracy in train and test data.

In each algorithm, we choose the model which has the best accuracy. The result of comparison of these three algorithms can be seen in fig.1. The vertical axis shows the percentage of accuracy of forecasting in each model and horizontal axis shows the result of each model in train and test data.

As shown in fig.1, C5.0 Decision Tree model showed %60.5 accuracy in test data and %59.53 accuracy in train data. Bayes Network algorithm in Markove method had %60.76 accuracy in test data and %59.09 accuracy in train data while Neural Network algorithm in Multiple approach showed %71.61 of accuracy in test data and %71.15 of accuracy in train data. Neural Network algorithm therefore has a higher accuracy in test and train data in comparison.
The important variables should be involved in creating a model. Total weight of all variables’ relative weight must be add up to 1.0. Therefore, the importance of each variable should be between 0 to 1. It should be noticed that the importance of variables is not related to model accuracy.

The importance of each variable in forecasting the best model which is related to performed Neural Network algorithms by Multiple method, is shown in fig.2.

What is understood by importance order of features is that for all models the important variables for forecasting are age, Site rec with Kaposi and mesothelioma, radiation sequence with surgery, grade, type of radiation, race, sex and behavior respectively.

CONCLUSION AND FUTURE WORK

We presented an useful model for forecasting patients’ survival of colon cancer by using Neural Network algorithm in medicine data related to SEER database in this research. It’s understood from this study that in data related to colon cancer’s patients which are recorded in SEER data base, Neural Network algorithms has a better accuracy in comparison with Decision Tree and Bayes Network algorithms. But this algorithm has lower learning speed and more complexity. Also the importance of variables to forecast the survival time of colon cancer patients in Neural Network model, which proved to be the best amongst all, are age, Site rec with Kaposi and mesothelioma, radiation sequence with surgery, grade, type of radiation, race, sex, and behavior respectively.

For future studies, one can create new models by other data mining algorithms on colon cancer data related to SEER database and compare it to the models of this study. The result of this investigation is that Neural Network algorithm is better than two other algorithms in this field and for this kind of data. But even this algorithm does not show very high accuracy. Therefore is the optimization of this algorithm in order to improve the accuracy to an acceptable level is suggested.
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